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Abstract. The estimation of the magnetotelluric imped-
ance tensor by a regression analysis from locally mea-
sured electromagnetic surface fields includes a bias-er-
ror, if both the electric and the magnetic field are de-
graded by additive noise. The remote reference method
developed by Gamble et al. (1979a) avoids this bias-
error. The errors of the traditional local estimation and
the remaining error in the reference estimation are
compared. It is shown that for some different types of
noise the standard deviation of the reference estimate
may be as large as the bias-error of the local estimate.
However in order to get a consistent reference estimate,
and in order to take full advantage of this method, gen-
erally much more data have to be recorded and anal-
ysed if using the reference estimation instead of local
estimation.

Key words: Coherent noise — Noise reduction — Er-
ror analysis — Bias-error — Variance — Magnetotel-
lurics

Introduction

The magnetotelluric impedance tensor [Z] relates the
horizontal electric field E to the horizontal magnetic
field H at the Earth’s surface in the frequency domain

E(w)=Z(w)- H(w), (1)

with angular frequency w=2n/T. T denotes the period
of interest. Written in components Eq. (1) gives

[Ex] — [Zxx ZX,V] . [Hx]. (1 a)
E,V Z}’x Z.V)’ H}'

All values are dependent on the angular frequency w,
and on the resistivity distribution of the Earth in the
vicinity of the recording location.

In order to find the unknown resistivity distribution
below the Earth’s surface, first the elements of the im-
pedance tensor are calculated from the measured values
of the electromagnetic field. Then data interpretation
can be undertaken in several ways, for example, by in-
version procedures or model fitting.

Generally the magnetotelluric method including the
interpretation of the impedance tensor requires the
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measured fields E and H to be homogeneously induced,
because otherwise the elements of the impedance tensor
are not only dependent on the resistivity distribution
but on the primary source field distribution as well. A
homogeneously induced field is the total field at the
Earth’s surface, if the inducing primary field is homo-
geneous. This condition is valid for natural fields in
middle geomagnetic lattitudes up to periods of about
1,000 s (Wait, 1954; Rikitake, 1966; Madden and Nelson,
1964).

Magnetotelluric measurements are degraded by
equipment noise, but often much more by artificial and
man made noise. This noise in general, results in an
erroreous impedance tensor. In order to reduce this er-
ror influence, the impedance tensor is estimated from a
lot of measurements of the electromagnetic field. Nor-
mally a regression analysis is used (Swift, 1967; Rankin
and Reddy, 1969). Starting point of this method is the
postulated regression model, for example

E=[Z]H,+6H, (i=1..M) 2)

with a noise term JE; in the measured electric field data
E,. Correlating the output data E; of the regression mo-
del with the input data H; gives the estimate.

5 Zow Z
(2= [ 5|~ CCa ) (3a)
L Zny Zny EH HH

where [Cpy] is the estimated crosspower matrix and
[Pyg] is the estimated autopower matrix of the mea-
sured data E;, and H;. Exchanging the input and out-
put data in the regression model leads to another es-
timate of the impedance tensor

[Z]=[Pee) - [Cru] ™" (3b)

In the following [Z], and [Z]; are called the local es-
timates of the impedance tensor because they are calcu-
lated from measured data of only one location.

Inherent in the local regression models is the
assumption that the input data is free of noise. Only
in this case the local estimates are bias-free
estimates of the impedance tensor, and with a large
number of samples [Z], and [Z]; tend towards the
“true” impedance tensor [Z]. In practice this assump-
tion often is violated. Noise in the input data causes at
least an error in the estimated autopower matrices
[Pyy] and [Pgz]. Different authors have shown that in
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this case the estimates are biased downward and up-
ward respectively, if Eq. (3b) is used, compared with
the true value (e.g. Sims et al, 1971). Moreover, if the
noise in the input data is coherent with the noise in the
output data, an error also occurs in the estimated
crosspower matrix [ Cpy]. In this situation the values of
the bias-errors in the local estimates of the impedance
tensor cannot be seen immediately. One of the aims of
this paper is to describe this type of error (see below).

Several methods have been presented to reduce the
bias in the local estimates of the impedance tensor
(Sims etal, 1971; Kao and Rankin, 1977, Gundel,
1977). All these estimates are based on local measure-
ments of the electromagnetic field. To obtain a reduc-
tion of the bias-error, these methods require the com-
ponents of noise in the estimate to be incoherent.
Otherwise a separation of homogeneously induced data
and noise by a local measurement is impossible (Gou-
bau et al., 1978).

A definite improvement in the reduction of the bias-
error, even in the case of coherent noise, was obtained
by the so-called reference magnetotellurics, developed
by Goubou et al. (1978). A detailed description of this
method can be found in Gamble et al. (1979a). In this
method the impedance tensor at a measuring station is
estimated by using reference data R;, which are recor-
ded synchronously at a remote station, the reference
station. Normally a magnetic reference is used. The ref-
erence estimate [Z]p of the impedance tensor is ob-
tained by the correlation of data from the measuring
station and the reference station.

2 [ZxxR ZAxyR

Zlg=1.
[ ]R Zva

V4 ]:[CER]'[CHR]_I- 4
yxR

This estimate only contains crosspowers between data
from the measuring station and the reference station.
Provided the noise at the measuring station is inco-
herent with the noise at the reference station the refer-
ence estimate Eq.(4) is bias-free. In practice this con-
dition is satisfied by a sufficiently large distance be-
tween the measuring and reference station, usually
some tens of km. This condition should not be con-
fused with coherency between local noise in the electric
and magnetic channels at the measuring station, which
is permitted in the remote reference method. Indeed
the reference method theoretically leads to a bias-free
estimate, but there is some practical expense in com-
parison with the local method, which should be men-
tioned. First, more measurement equipment is needed.
Also measuring and reference data have to be recorded
synchronously within certain bounds. This either re-
quires very stable time bases in both sets of equipment,
or a telemetry connection for synchronising. In each
case the sampling at both stations has to be done auto-
matically. Foremost, in the last few years automatically
recording MT-equipment has been developed which en-
ables synchronous recording in the period range below
1,000 s.

Besides the differences in cost of equipment there is
a second main difference between the local and the ref-
erence method. The reference method requires measur-
ing of two more data channels, which may also suffer
interference. Due to this additional noise it is to be ex-

pected that the reference estimate has a larger as-
sociated variance than that of the local estimates, pro-
vided the same quantity of data is used.

The increase of measurement equipment, the de-
mand for automatic recording and the possible in-
creased amount of data required seem to be the reasons
why the reference method has not, up to now, been
used as the standard method in MT surveys, although
its advantage in avoiding bias errors is obvious. In par-
ticular, the quantity of data necessary to obtain a con-
sistent estimate is as yet an unsolved quantity. Also it
is not yet known how large the bias-errors in the local
estimates for different kinds of noise are. In the litera-
ture there are derivations of the bias-errors only for the
case of incoherent noise at the measuring station (e.g.
Sims et al., 1971). Furthermore, the question arises of
how large the bias-error is in practice. This paper will
illustrate one example, which shows that for locations
with coherent noise only the reference method is suit-
able for increasing the estimation accuracy in MT
soundings.

By comparing the errors in both the local and the
reference estimates of the impedance tensor this paper
will help to answer the above mentioned questions.
First, the value of the bias-error in one of the local
estimates in the case of different kinds of noise shall be
evaluated theoretically. The variance of the reference
estimate in these cases will be derived. Secondly the
analysis of real MT data will show which kind of noise
in practice has to be expected and how large the bias-
error and the variances are.

Definition of Signal and Noise

The MT-method requires homogeneously induced fields,
which in the following are called the signal. There-
fore noise is that part in the measured data E; and H;
which either is not induced or not homogeneously in-
duced.

The first group, the non-induced part, is noise
measurable in the magnetic and electric channels. The
noise measurements in these channels are independent
from each other, i.e. incoherent. Examples are the noise
of the measurement equipment, activity caused by mov-
ing vehicles, or mechanical vibration of the sensors.

The second group comprises noise caused by inho-
mogeneously induced fields. Physically these are the
man made electromagnetic fields of electrical power
lines or industrial areas. A simple model of such a field
is given by Kroger (1981). In contrast to the first group,
the noise in the electrical field is related to that in the
magnetic channels, i.e. the noise is coherent.

Signal and noise are always generated by different
sources and therefore the signal is not coherent with
the noise.

Definition of Different Types of Noise

The measured data E, and H; are composed of the sig-
nals E;;, H; and the noise E;, H,.

Ei = Esi + Em’
Hiszi+Hlxi' (5)



Table 1. Definition of the types of noise distinguished by their
coherency characteristics

Type Definition COH [Z], biased by:
1 incoherent COH(E,; H,)=0 autopowers
COH(H,,,H,)=0 ofH,
2 input- COH(E,,H,)=0 autopowers
coherent COH(H,,,H,)+0 ofH,
Crosspowers
ofH  and H,
3 multiple- COH(E,,H,)+0  autopowers
coherent COH(H,,,H,)+0 ofH,
Crosspowers
of H, and H,
Crosspowers
of E, and H,

The “true” tensor [Z] relates the signals
Esi = [Z] ' Hsi' (6)

Due to this relation in the following [Z] is called the
signal impedance.

Concerning the different influence on the bias-error,
the noise has to be distinguished by its coherency char-
acteristic. Possible types of noise are summarized in
Table 1.

1. The noise components E, and H, are incoherent
and furthermore the input components H_,, H, are in-
coherent. This type shall be referred to as incoherent
noise.

2. The noise components E, and H, are incoherent
but the input components of the noise H,,, H, are co-
herent. This type is called an input-coherent noise.

3. The noise E, is coherent with the noise H, and
furthermore H,, and H, are coherent. This type shall
be referred to as multiple-coherent noise.

Bias Error in the Local Estimate
of the Impedance Tensor

A general two dimensional error analysis for each case
of different types of noise in Table | is given by Kroger
(1981). For simplification and demonstration of the
main effects on bias and variance only, the absolute
values of the diagonal elements Z_ , Z  in the tensor
[Z] are assumed to be negligible small in comparison
with the off-diagonal elements Z_, Z . In practice, this
is a good approximation for many ex1st1ng conductivity
distributions. In this case the local estimates may be
reduced to one-dimensional estimates (Scheelke, 1972).
Also for simplification in the following we want to re-
strict ourselves to the demonstration of the bias (and
variance) for one of the local estimates, ie. [Z],,
.(3a). The reader may easily transfer the results if
[Z]L, Eq. (3b) instead of [Z]L is used. For example, the
one-dimensional local estimate for the element Z
given by N

R ZEXIH;kI

P iZ|H,,,.|2‘. (Z=§) )

where H}; is the complex conjugate of H ;.
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In this estimate noise of type 2 has no bias influence
and that of type3 simply reduces to coherent noise.
This is not very restrictive, because, as shown by
Kroger (1981), the multiple coherent noise usually will
have much more error influence than the input co-
herent noise.

The estimate of the bias error AZ,
timate Z“L is defined by

. 1n the local es-

AZx\*=<ZX\'L> _va (8)

where ( ) denotes the ensemble average and Z, is the
signal impedance (true but unknown value). In the fol-
lowing error analysis stationarity of signals and noise is
always assumed. For a sufficiently large number M of
samples in Eq.(7) the variance of Z ,; becomes small
compared with the bias of Zx\ L (see next section) and
(Z,,.> may be approximated by

<ZAxyL>:Zx\‘L' (9)

Seperating the measured data into signals and noise
and considering incoherency between them, Eq.(7)
leads to

ZE H* +ZE HE,

ysi

nyL 2 2
Z'Hysil +Z|H1m|
The signals are related by E_;=Z_ -H . For the noise

a regression model may be set up and described by

E,i=Z yH,;+80E,. (10

yni

(10)

Here, in the case of coherent noise Z  , is a well de-
fined function and shall be called the interference im-
pedance. 64E ; is the incoherent (with H ;) part of the

ynt

noise E,,;. Assuming known noise, Z_, can be esti-
mated in accordance with Eq. (7)
2 B
as Z,.y= 12
xyN ZlH_vmv' ( )

Inserting the 31gnd1 impedance Z and the interference
impedance quvv given by Eq. (12) into Eq. (10) yields

Z Z SH}+nyNNH

13
LTS AN (13)
where the following abbreviations were used:
=Y |H,,|*: estimated signal power in H
=) |H,,|*: estimated noise power in H . (13a)
With Eqgs. (8), (9) and (13) the bias-error is
o . 1 ~
AZ ~Z ,—Z. = -Z.) (14)

Xy ——_S— (nyN
-6
N /uy

S\ . . . . e -
(ﬁ) is the estimated signal-to-noise-ratio Sy /Ny,. A
Hy :
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similar result may be derived for the estimated bias-
error AZ}x in the element Z L

The bias-error depends on the noise parameters:
signal-to-noise ratio and interference impedance. The
difference between the interference impedance and the
signal impedance is determined by the inhomogeneity
of the source field of the noise. For example, in the
near region of such a noise source the interference im-
pedance due to the high inhomogeneity is very different
from the signal impedance (absolute and phase value)
as shown by Kroger (1981). With a low signal-to-noise
ratio the bias-error may be much larger than the signal
impedance, that means the local estimate Z L1 18 “unus-
able” for modelling. If the distance between the lo-
cation of measurement and the source increases, the in-
homogeneity of the inducing field decreases. This
means the interference impedance tends towards the
signal impedance and the resulting bias-error becomes
smaller. For a sufficient large distance from a coherent
source of noise you will get the far field solution which
is equivalent to the homogenous inducing (natural) field
and Z, y becomes equal to Z, . If there is no other
type of noise, then the bias-error is zero.

If the noise is incoherent (type 1), according to
Eq.(12), Z,,y is zero and Eq.(14) leads to the well
known expression for the bias-error (Sims et al., 1971)

AZ,  ~ ——lk-z . (15)

Xy S xy
-+ (3)
N /u,

For incoherent noise the phase of the relative bias-error

Z.,/Z,, is 180° and therefore the local estimate 4 ol
is downward biased compared with the signal imped-
ance Z,

For coherent noise the phase in Eq. (14) depends on
the interference and signal impedance and, in this case,
Z ., may be upward biased (see also practical results
befow)

In contrast to the local estimate [Z],, the reference
estimate [Z], does not depend on the autopowers and
the crosspowers of the locally measured data and there-
fore it is not biased, provided the noise at the measur-
ing station and that at the reference station is inco-
herent.

Variance of the Estimates of the Impedance Tensor

For the different types of noise the variances of the lo-
cal and reference estimate shall be compared. Again,
for simplification, it is assumed |Z, |, |Z, |<|Z |, |Z .|

The estimated variance of the local estlmate for ex-
ample, is_given by Bendat and Piersol (1971). For the
element Z_; it is approximately

| ZRES
VAR(Z, > S (16)
where JE ; is the residuum
OE =E—Z.. H, (17)

and M is the number of samples in the regression anal-
ysis.

With Egs. (17) and (7), Eq. (16) transformes into

SIE, P

VAR{Z )=~ ilH B
T b

—1Z,,.7| (18)

The total power in the electric channel, ZIE |* can be

decomposed into the signal power S,  Exs the noise Neos
(which is totally coherent to the noise power NH ) and
the noise power Ng,, (which is totally incoherent to

Hy)
LIE? =Sguc+ Nexw + Npac- (19)
In Appendix Al it is shown how the expression for the

variance in Eq.(18) by use of this decomposition be-
comes

PUIN 1 1
VAR{Z, ) —
1+(A)
S /nuy
Ny 1 N
(?)Ex‘|ny|2+:W'|nyN_ny|2 . (20)
N /Hy

A similar expression may be derived for the element

Z,.1- The variance of the local estimate depends on the

S
already defined noise parameters (N) and nyN and
Hy

. . . (S . .
on the signal-to-noise ratio (—) in the electric chan-
v/Ex
nel. Ny is the incoherent part of the noise power in E,.

A general expression for the variance of the refer-
ence estimate was given by Gamble et al. (1979b). The
expressed variance is dependent on the crosspowers of
the measured data. For the aims of this paper, namely
comparing bias and variance, the variance shall be giv-
en by its dependency of the above noise parameters.
This is done by Kroger (1981). With |Z_ |, |Z, |<|Z |,
|Z,,l, the variance for Z_ is

VAR {Z, 1}

1 1 ~
Zﬁ‘A_"—[N x +|Zx x |2N ]

M leylz'ZlRyilz B N w (21)

§Hy/§Ry
N 2
[+ (5),)
S /gy

- S
Sg, is the estimated signal and (N)

with |K, |2 =

the estimated sig-
Ry
nal-to-noise ratio at the reference station. In Appendix
A2 it is shown that Eq. (21) can be transformed into

N N 1 N
VAR{Z, 0} =1 [1 + (E)R ]
y

[, o)



Besides the noise parameters at the measuring sta-
tion the signal-to-noise ratio at the reference station ap-
pears in Eq. (22) and, as will be shown in the following,
the variance of the reference estimate increases com-
pared with the variance of the local estimate.

In Table 2 the ratio of the two variance expressions
of Eq.(20) and Eq.(22) is given for the limits of the

. . . (S S .
signal-to-noiseratios (—) and (—) andfortheinterfer-
R Hy U ?x
ence impedance Z, . This table points out that, due to

the finite signal-to-noise ratio at the reference station, the
reference estimate always has a larger variance than the
local estimate. If the reference method is used, the ref-
erence station should be chosen as free of noise as pos-
sible because then the variance ratio becomes smallest
for fixed noise parameters at the measuring station.
Only in the case of large signal-to-noise ratios at the
measuring and at the reference station do both meth-
ods give nearly the same variance.

The reference method becomes very important in
the case of low signal-to-noise ratios at the measuring

S . . .
station (ﬁ) <1. In this case the local estimation
Hy

leads to unusable results because of its large bias-error.
But, as shown in Table2, in just this case is
VAR{Z,  }>VAR{Z,}. With totally coherent noise
(case a) a very consistent local estimate Z, , is ob-
tained, which of course is wrong. The reference method
in this case needs much more data to get an estimate
with as low a variance. The large bias-error or Z_; is
exchanged for a large variance of Z_ .

Also in the case of totally incoherent noise and a

low (;)Hy (case b) is VAR{Z, ;}>{Z,,;} and there-

fore even for this type of noise the reference method
needs much more data.

Separation of Signal and Noise

An analysis of magnetotelluric data will show how
large the noise parameters can be. In order to deter-
mine these parameters the signal and the noise at the
measuring station have to be estimated. Gamble et al.
(1979b) describe a method for estimating signal and
noise power, based on two assumptions:

1. The noise at the measuring station is incoherent
with the noise at the reference station.

2. The noise at the measuring station is incoherent.

Condition 1 can be satisfied by a sufficiently large
distance between the two stations. However, it is easy
to understand that the second assumption can be vio-
lated especially for measurements in industrialized
areas, for example in central Europe. Our own ex-
periences verify this (see below). Therefore a different
method for the separation of signal and noise will be
given. This method also uses the magnetic reference R;;
condition 1 has to be valid, but it is not restricted to
incoherent noise at the measuring station. Instead of
assumption 2 this method requires the reference station
to be much less contaminated by noise than the
measuring station. The necessity of this restriction will
be explained in the following. Methods for choosing
such a reference and checking this condition by use of
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Table 2. Comparison of variances for limits of noise parame-

ters .
Ny N
(§), 2o

(),

(S) >1 1+(N> >1
e 3 _
N Hy S Ry

a) totally
coherent noise

NU
2 =0
(S )Ex

b) totally
incoherent noise

(5).- ).

)
H

VAR(Z, :}/VAR(Z, }

a second reference station are described by Kroger
(1981).

For separating the signal and the noise in the mag-
netic field a regression model is set up between mag-
netic data measured at the measuring and the reference
station.

H,=[K] R, +JH,. (23)

The transfer-function [K] can be estimated similarly to
Eq. (3)

K. K
& | rat )

(K1=|
xy »y

Once [K] has been estimated the magnetic field at the

measuring station can be predicted as

H,=[K] R, (25)

Under the conditions that the reference R, is nearly free
of noise and the noise at the measuring station is in-
coherent with the noise at the reference station, [K]
will be estimated without bias-error and, with a suf-
ficiently large number M of samples, has a low vari-
ance. [ K] then describes the linear relationship between
the (coherent) signals at the measuring and the refer-
ence stations and therefore the predicted H ,; are nearly
the signals at the measuring station

H,~H,. (26)

The noise in the magnetic data at the measuring station
is estimated by the residuals

SH,=H,—H,,~H,, (27)

Only under the condition of a low interference refer-
ence station the separation is exact.
In a second regression model the predicted (signals)
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H,; are linearily related to the electric data E; at the
measuring station

E=[Z]-H,+dE,. (28)
The estimate of this impedance tensor is
[Z)x=[Cepl-[B,17". (29)

The reference estimate of the impedance tensor is used
to predict signals in the electric data

Ey=[Z]x (30)

which are estimates of the signal at the measuring sta-
tion and with the above assumption of a reference sta-
tion nearly free of noise, is

E,~E,. (31)

The estimated noise in the electric data are the re-
siduals

OE,=E,~E,~E,,. (32)

The reference method described here gives the signals
and the noise at the measuring station and moreover
the bias-free reference estimate [Z];. [Z]; tends to-
wards the signal impedance [Z] if a sufficiently large
number of samples is used in the regression. From the
isolated signals and noise the noise parameters are esti-
mated. Results are shown in the next section.

It is easy to verily, as shown in Appendix A3, that
the elements of [Z], given by Eq.(29) in any case of
noise are exactly the same as given by Gamble et al.
(1979a). This is because Eq. (4) can be decomposed into
a double linear regression analysis given by Egs. (24)
and (29). Therefore the condition of a noise free refer-
ence in this method only has to be valid for the decom-
position of signals and noise, but not for the estimation
of the impedance [Z];.

Results of Measurements

The magnetotelluric measurements for the recognition
of noise and errors have been made in northern Ger-
many between Braunschweig and Uelzen. Figure |
shows the measurement area. The period range of re-
gistrations and data analysis extended from 2.5s up to
128s. The measuring station was chosen at ADBS5
north of Braunschweig and the reference station at
UMM, approximately 20 km remote from the measur-
ing station. Previous recordings by the authors at more
than one reference station have shown that UMMI has
much less noise than ADBS5 and therefore it is a suit-
able reference station for separation of signals and
noise at ADBS (see Kroger, 1981).

For the data analysis we used M =521 syn-
chronously recorded samples with sufficiently large “sig-
nal activity” which were transformed into the frequency
domain by the usual methods. .

The results for the local estimate [Z], and the ref-
erence estimate [Z], at ADBS are given in Fig 2. It
shows for example the absolute value of the element
Z ., versus period T. The bars at each estimated point

xy

53° - 53°

52,5° [ 5250

@® measuring station
+ reference station
{2 salt dome

~~— road

Fig. 1. Map of stations

denote the standard deviation Y VAR, determined by
standard methods (see e.g. Kroger, 1981). For compari-
son |Z | has been indicated in the drawing of |Z, gl

At periods greater than 80s both estimates are al-
most equal in amplitude and phase, and both have a
very low variance. By comparison with Z_ ., which is
assumed to be the signal impedance, there is a large
bias-error in the local estimate Z, , between about 155
and 50s. This indicates a large noise contribution at
the measuring station. A more exact analysis, which in-
clude the phases, shows that this bias-error is nearly as
large as the signal impedance (absolute value). There-
fore in this period range for this location the local es-
timate Z_,; is unusable for MT-modelling. |Z,,| is
larger than |Z_ | which implies that the noise must be
coherent. '

As expected, in the whole period range the variance
of Z g 1s larger than that of Z_ ;. This difference can
be recognized particularly in the range between 15s
and 50s where the bias of Z , is large (exchange of
bias and variance). While Z_; seems to be estimated
“very well”, but wrongly, Z . needs much more data
to get a similary consistent estimate. Although there
are a large number of samples in the regression the ele-
ment £, is badly estimated below about 8 s.

These errors of both estimates can be explained by
the magnitude of the noise parameters. Figure 3 shows
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Fig. 2. Absolute value of the local estimate ZAX)_L and the refer-
ence estimate Z_

the estimated signal-to-noise ratio in the component H,
versus period. This ratio was calculated from Eq. (26)
and Eq. (27) as

5’7 Z ‘pz

(%)Hfﬁm i,a " (33)

i

In the analysed data the estimate of the signal-to-noise
ratio is much larger than one above 80s. Therefore in
this range the bias-error in ZX‘L is very small. Both
methods of estimating the impedance tensor lead to
nearly the same results. Below 50 s the signal-to-noise
ratio decreases rapidly, and is even much smaller than
one below 20s. This explains a large bias-error in ZX‘L
and the large variance of Z x> below 50's. Below about
8's there is hardly any 51gnc11 power compared to noise
power, hence Z_, is inconsistent (see Fig.2 and Ta-

S
ble 2 with |— 1).
¢ W (j\j)H_\< )

Figure 4 demonstrates that the noise at the measur-
ing station ADBS is highly coherent especially in the
range from 15s up to 70s. The figure shows the ab-
solute value of the coherency

1> 0E, 0H|
ICOH(E,,: H,,)|~ d (34)

xn? VZI&EXJZZIéH”'z,

103

/,/
/

A //

v T
5 10 20 50 100 sec

Fig. 3. Estimated signal-to-noise ratio in H, at the measuring

station ADB5

1.0

' X ' Vol ¥
|[COH (Exn ; Hyn)| O e
x \
x \
ya X,
08 ; X
\
/ \
/ x
/
0.6 a
/
/
/
0.4 e
/
/
/
/
0.2 x
T
0 +—— - bt +
5 10 20 50 100 sec

Fig. 4. Coherency function of noise at ADBS5

calculated from Egs. (27) and (32). The high coherency
of the noise does not influence the estimates Z_; and
ZX‘R very much at periods above 80s, because the sig-
nal-to-noise ratio is sufflclently large here. Most impor-
tantly, at the low signal-to-noise ratios below 50 s, there
is an influence. Due to this high coherency there is a
well defined interference impedance, which actually dif-
fers greatly from the signal impedance. This leads to an
upward biased local estimate Z‘ . and, furthermore,
from Table2, to a large variance of Z_, below 20s.
On the other hand, due to the high coherency, Z.L
appears to be well defmed down to 4s. '

Summary

Magnetotelluric recordings and data analysis over the
last few years have shown that the homogeneously in-
duced signals are very often degraded by artificial noise
content, which sometimes causes large errors in the es-
timates of the impedance tensor.
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In this work two methods of estimation, the local
and the reference method, are compared with regard to
the errors resulting from different types of noise. The
main types are: incoherent and coherent noise.

The advantage of the local estimate is based on the
fact that only one set of measurement equipment is
needed, and that data analysis is relatively simple. But
there can be a very large bias-error in the local es-
timate [Z],, if the signal-to-noise ratio of the measured
data is very low. Moreover, if the noise is coherent, the
bias may be too large for MT-modelling. Measurement
results prove that this type of noise exists in practice.

The reference method introduced by Goubau et al.,
(1978) and Gamble et al. (1979a) yields a bias-free es-
timate of the impedance tensor [Z], if the noise at the
measuring station is incoherent with the the noise at
the reference station. However, due to additionally in-
troduced measurement data R; this method generally
requires more data to obtain an estimate as consistent
as [Z],. Coherent noise between electric and magnetic
field at the measuring station, in particular, leads to a
large variance of [Z], and, therefore, requires a large
number of samples for a consistent estimation. The
large bias-error of [Z], at this type of noise exchanges
with a large variance of [Z],.

From the results presented the following con-
clusions may be drawn: Generally the locations of
magnetotelluric measurements are primarily fixed by
geological aspects and usually there are only a few de-
grees of freedom in fixing stations. In the industrialized
central Europe especially it is unavoidable that measur-
ing stations are used which are very “noisy”. The noise
cannot be recognized if measurements are done without
a reference and if the noise is coherent. Any local es-
timate of the impedance tensor, in these cases, can be
unusable as shown in this paper. To avoid large errors,
future magnetotelluric measurements should be made
with an additional reference station and the impedance
tensor should be estimated using the reference method
as advised by Gamble et al. (1979a). The reference sta-
tion should be choosen as free of noise as possible. This
method, in fact, needs more measurement equipment
and, depending on the type of noise, possibly much
more data but it yields, in any case, more exact es-
timates of the impedance tensor.

Appendix Al: Estimated variance of Z_,,

With Egs. (13), (18), and (19) follows

I I [Sg+Npe+ Ny,
VAR{Z”L}z_,[ E i s:ﬁ Exv
Hy Hy

N2\ Suy+ 2 Ny ,IZ].
(S,,,.+NH,.)2

(al)

For the signal power and the coherent noise power it is
See=1Z,,1*Sy, (a2)
Nixe =12 . nI* Ny,. (a3)

Equations (a2) and (a3) introduced into Eq.(al) leads
to

I 1 1 Y 1
VAR{Z Y~ . | =B
S Hy N Hy

. (lzxylz +1ZyyP—2Re{Z,,- M})]

Equation (a4) with Eq. (a2) gives

o . 1 1
VAR{Z )= —
i+ (5)
S Juy
N, 1 N
: [(gs_) |Z IZ S ‘le)- —ZX)-NIZ]'
Ex 1+ (A
N,

(a5)

Appendix A2: Estimated variance of ny,,

In Eq.(21) the total power at the reference station
Y IR,|* is separated into signal and noise power (esti-

1
mated values)

YR IP =8k, + N, (a6)
Then with Eq. (21a)

" - 1
* S )Ry

Equation (a7) introduced into Eq. (21) leads to
PN 1 N
VAR{Z .}~— |1+ |—=
{ X}R} M [ * (S )Ry]

N, R _
. [ S‘EXU + ’nyN _ ny,z . AH)jl
Hy '

)

2
=z

or with Sy, =[Z, > Sy,

VAR (Z, )} 2%' [1 + (%)R)]

N N
=) 1z )3 (_) A7 -Z, ]
[(5),. 12 (5),, 1202

(a8)
Appendix A3
With Eq. (24) and Eq. (25) it is
[CEP]=[CER]'[K]*T (a9)
and
[Bp]=[K]- [Pegl-[K]*"
=[Cyrl-[KT]*", (a10)

where [K]*T'is the Hermitian adjoint matrix of [K].



Equation (a9) and Eq. (al0) introduced into

Eq. (29) gives

[Z1x=[Crl - [KI*"-[[Cyel - [KI*"]"!

=[CER]'[CHR]#1' (all)
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